
P
article formation and growth

play a significant role in a

number of natural and in-

dustrial processes.  One applica-

tion of particular interest is the

conversion of solar energy into

fuels using the world’s most abun-

dant, but intermittent, source of

energy. Of the options for solar

fuel production, hydrogen pro-

duced from water is arguably one

of the most promising options for

a clean energy future. The use of

concentrated solar energy to drive

thermo-chemical water splitting

cycles holds great promise for

high-efficiency utility-scale fuel

production. An intriguing ap-
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Figure 1: Nucleation of zinc nanoparticles in a turbulent round jet. The gray iso-surface reveals locations in the flow where

the vorticity is 1/4 the maximum value. In the top image, the red surface indicates where the nucleation rate is 1018 particles

per m3 per second. The area of the red surface increases with mixing and downstream direction. Initially, this is a “cylindri-

cal” surface and nucleation is molecular-diffusion driven (lower left). Further downstream, vorticity acts to entrain the cool-

er flow and increase the saturation ratio (lower middle). At some point the large-scale structures break down, the flow is

fully turbulent, and vortex bending and stretching act to significantly increase fluid mixing, lower the temperature, increase

the saturation ratio, and increase the nucleation rate.
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proach involves the use of metallic

nanoparticles that act as individual

chemical reactors. The surface of

the nanoparticles is where water

vapor and the metal react to pro-

duce the hydrogen gas.  A major

advantage of using nano-scale par-

ticles (as opposed to larger micro-

scale particles) is the high specific

surface area of the nanoparticles.

This favors complete or nearly

complete oxidation, and therefore

increased hydrogen production. In

principle, this is a way to cheaply

produce hydrogen, in a carbon-

neutral manner.

Vapor-phase synthesis is an eco-

nomical route for the production

of nanoparticles. In its simplest

form, hot metal vapor is mixed

rapidly with a cooler, inert gas and

the metal nanoparticles form.

These synthesis processes require

large flow rates, which means

large Reynolds numbers and tur-

bulent flows. Fluid turbulence acts

to increase the rate of cooling,

which typically increases the rate

of particle formation (Figure 1).

According to homogeneous nucle-

ation theory, the appearance of an

embryonic nucleus is the result of

the aggregation of molecules. If

the surface energy binding the

molecules is greater than the kinet-

ic energy of the molecules in the

cluster, then the cluster will persist

and become a stable nucleus. Oth-

erwise, the cluster will degenerate

to its constituent molecules. This

is all fairly simple. The problem in

predicting the number of particles

formed is that “all clusters aren’t

created equal.” Some are more sta-

ble than others. The result is that

theories that do not include some

sort of cluster size information in

determining particle formation

rates are sometimes grossly inac-

curate. High-fidelity numerical

simulation is promising because it

can probe physical and chemical

interactions at length and time-

scales that are impossible to ob-

serve via physical investigation.

Approaches such as density func-

tional theory and molecular dy-

namics techniques are able to de-

scribe nucleation processes at the

atomic level. While these tech-

niques benefit from the resolution

of  kinetics, the difficulty associat-

ed with extending the techniques

to realistic length and time-scales

means that they are infeasible for

practical systems/processes. There

is a need for methodologies that

include the advanced physics of

these approaches and the well-es-

tablished benefits of the simple

homogeneous nucleation theory.

Professor Sean Garrick (MSI

Fellow) and his researchers Jun

Liu and Andrew Fager in the De-

partment of Mechanical Engineer-

ing are developing models to pre-

dict the formation of nanoparticles

for a variety of scientific and engi-

neering purposes. Homogeneous

nucleation theory is attractive be-

cause it is relatively simple to in-

clude in computational fluid dy-

namics (CFD). Starting with rela-

tively simple flows, Professor Gar-

rick and his researchers have

shown that including size-depend-

ent properties in the homogeneous

nucleation theory yields signifi-

cantly better results, when com-

pared to traditional classical nucle-

ation theory and scaled nucleation

theory (Figure 2). This is signifi-

cant because CFD is used to study

Figure 2: Saturation ratio vs. temperature in the nucleation of lithium nanoparti-

cles. The results (in blue) show improved prediction compared to both classical

nucleation theory (CNT) at all temperatures and scaled nucleation theory (SNT)

at higher temperatures.



a wide variety of problems and

models which are able to be incor-

porated in traditional codes will be

of great value. The results show

that for metal nanoparticles, the

number of particles predicted to

form using the size-dependent ap-

proach may be up to eight orders

of magnitude (108) less than when

classical nucleation theory is used.

In terms of solar thermo-chemical

synthesis this means that the sur-

face area available for the metal

and the water vapor to react to

produce hydrogen would be great-

ly reduced. Even though there are

more small particles, the growth of

the particles (via coagulation) is

proportional to the square of their

number concentration. This means

that they would not remain “nano-

scale” for very long. As if these

uncertainties weren’t enough,

these physico-chemical processes

often occur under turbulent flow

conditions. Turbulence is typically

characterized by the presence of a

variety of length- and time-scales

plus fluctuations. These fluctua-

tions can change particle forma-

tion and growth rates by several

orders of magnitude. The sensitivi-

ty of the physical phenomena to

variations in temperature and

chemical histories means that ana-

lytical approaches and physical

measurement often do not ade-

quately provide a means to charac-

terize the underlying processes.

For example, nuclei formation is a

strong function of local tempera-

ture and chemical concentration,

and can occur within micro-sec-

onds (Figure 3). Capturing the

fluid, temperature, and chemical

dynamics—or their effects—is key

to accurate prediction. 

Mr. Fager and Professor Garrick

are utilizing different combina-

tions of direct numerical simula-

tion (DNS) and large-eddy simula-

tion (LES) to study the effects of

turbulence on particle formation.

DNS is very useful in elucidating

the physical and chemical dynam-

ics—in a spatially and temporally

resolved manner—present in

multi-scale flows. Unfortunately

the compute-times required (hun-

dreds of thousands of CPU-hours)

are beyond what most scientists

and engineers can afford. A typical

DNS of metal vapor nucleation re-

quires roughly 96,000 CPU-hours.

The corresponding LES requires

roughly 105 CPU-hours. As a re-

sult, approaches such as LES,

which utilizes sub-models to ac-

count for small-scale interactions,

are increasingly popular. Recently

developed hybrid DNS-LES ap-

proaches are useful in illustrating

the effect of unresolved, small-

scale interactions. The simulations

are performed using a fully re-

solved spatial and temporal dis-

cretization. This serves as the

benchmark dataset. Additional

simulations are performed where

one or more of the dependent vari-

ables—e.g. temperature and vapor

concentration—are not fully re-

solved. This is accomplished by

using a filter to remove the small-

scale, high-frequency content typi-

cally absent from LES. While

these simulations are more compu-

tationally expensive (~148,000

CPU-hours) they help to elucidate

the effects of both temperature and

concentration fluctuations on parti-

cle formation. Using 4096 cores

on Itasca, one simulation can be

completed in roughly 36 hours.

The results suggest that the fluctu-

ations act to both increase and de-

crease temperature. However, the

regions where the temperature is

decreased have a much more sig-
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Figure 3: Instantaneous contours of nucleation rate in a round “crowned” jet at

different downstream locations. The non-linear nature of the high Reynolds num-

ber flow shows that small perturbations grow. Nucleation occurs where the hot

metal vapor and cooler background gas (argon) meet. Further downstream all

symmetry is broken (as demonstrated in Figure 1).
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nificant impact on particle forma-

tion. In these regions turbulence

acts to augment the molecular-

dominated cooling (conduction)

and the stable nuclei form more

rapidly. This work points to the

need for sub-models in order the

capture the unresolved particle for-

mation terms in a LES. DNS is

only possible for the simplest of

flows, such as the one in this

study. It quickly becomes impossi-

ble for any flow of practical, engi-

neering interest where complex

geometries, thermochemistry, and

fluid-particle/ particle-particle in-

teractions exist simultaneously.

For these engineering flows, LES

is attractive as it still captures the

large-scale, time-dependent flow

features and has a speed up factor

of ~1000 when compared to DNS.

Nucleation is only the first step,

however. Other important process-

es include condensation, coagula-

tion, and finite-rate sintering. Con-

sider the more complex problem

of particulate generation from

combustion processes. The transi-

tion of gas-phase species to solid

particles is likely the least under-

stood part of the soot formation

process. These involve poly-

acetylenes, ionic species, or poly-

cyclic aromatic hydrocarbons as

the key gaseous precursors to soot.

Soot comes in all shapes and sizes.

Flames act to restructure the soot

particles and shear flows increase

aggregation as well as de-aggrega-

tion. Some agglomerates are hard

and others are soft. Being able to

better characterize the soot will

lead to the development of better

filters as well as exhaust gas after-

treatments. Physically accurate

models and computationally af-

fordable numerical tools will help

scientists and engineers tackle

problems that pose challenges to

current and future energy as well

as environmental concerns. 

Funding for this research came

from the National Science Founda-

tion, the Department of Energy,

and the University of Minnesota’s

Institute on the Environment. A

poster on this project was selected

as a finalist at the 2011 MSI Re-

search Exhibition (see URL below

and page 10 of this publication):

www.msi.umn.edu/events

/researchexhibition2011.html

Figure 4. Instantaneous contours of temperature for the DNS (upper image) and hybrid DNS-LES (lower image). In the

DNS, the temperature field is fully resolved while in the DNS-LES, only the large-scale temperature is resolved, as it would

be in LES. While the temperature fields are very similar, the absence of small-scale mixing is quite noticeable in the lower

image. This has the effect of altering the particle nucleation rate by 80%.



T
he term “jet in cross-flow”

refers to a jet of fluid that

exits an orifice to interact

with the surrounding fluid that is

flowing “across” the orifice.

“High-speed jets in crossflow” im-

plies that either the jet or the

crossflow is supersonic. Such jets

occur in scramjet engine combus-

tors, where sonic jets of fuel are

injected into a supersonic cross-

flow of air. Due to their high

speeds, the fuel and the air will re-

side in the combustor only for mil-

liseconds. Successful operation of

the combustor requires the fuel

and the air to efficiently mix and

burn thoroughly before they exit

the combustor. Accurate estimation

and detailed physical understand-

ing of the turbulent mixing mecha-

nisms are therefore essential to the

design of scramjet combustors. 

High-speed jets in crossflow are

very complex flows (Figures 1 and

2). The complexity makes detailed

measurements difficult, and only

limited information is provided by

past experimental studies. Tradi-

tional engineering simulation tools

also experience difficulties in sim-

ulating such flows. As a result,

basic understanding of high-speed

jets in crossflow is severely lack-

ing, and several important ques-

tions are yet unanswered. Profes-

sor Krishnan Mahesh (MSI Fel-

low) and his student Xiaochuan

Chai in the Department of Aero-

space Engineering and Mechanics

are developing novel numerical

methodologies to perform high-fi-

delity simulations of high-speed

jets in crossflow. The primary ob-

jectives of their study are to devel-

op a novel algorithm and large-

eddy simulation (LES) capability

for high-speed flows in complex

geometries, provide a high-fidelity

simulation database for high-speed

jets in crossflow, and answer spe-

cific questions concerning the jet

penetration, mixing and turbulent

fluctuations. 

Professor Mahesh’s research

group has developed a novel

methodology to perform high-fi-

delity simulations of high-speed

complex flows on unstructured

grids. Using unstructured grids al-

lows complex geometries to be

discretized efficiently. The algo-

rithm developed by the Mahesh

group involves a least-square-

based flux reconstruction on the

faces of control volumes and split-

ting of the viscous flux, to calcu-

late the derivative terms in the

governing equations accurately

and stably on unstructured grids.

The algorithm also uses a predic-

tor-corrector methodology to re-

solve shock waves. The predictor

step is non-dissipative and de-

signed to accurately represent

Department of Aerospace Engineering and Mechanics

Summer 2011 Supercomputing Institute Research Bulletin 5

Numerical Simulations of High-Speed Jets
in Crossflow

Figure 1. Instantaneous contours of density gradient magnitude in the interaction of a Mach 1 jet with Mach 1.6 crossflow.



broadband turbulence, while the

corrector step is a characteristic-

based filter that is localized around

shock waves. Thus, the overall

scheme avoids unnecessary nu-

merical dissipation, which is re-

quired for high fidelity numerical

simulations. Recently, Mr. Chai

and Professor Mahesh developed a

novel sub-grid scale model for

LES of complex high-speed flows,

which enables the Reynolds num-

bers in numerical simulations to

match the high values found in

practical applications. Thus, their

work advances simulation capabil-

ity to practical engineering prob-

lems, and marks the early stage of

an evolution that will change the

way that flow problems will be

solved in the future.

Figure 1 shows instantaneous

contours of density gradient mag-

nitude from simulations of a sonic

jet injected into a Mach 1.6 super-

sonic crossflow. As shown, the

flow field consists of very com-

plex turbulent flow structures and

shock waves. The supersonic

crossflow travels from left to right

and contains a fully developed tur-

bulent boundary layer. It sees the

transverse jet as an obstacle, and

responds by forming a bow shock,

a recirculation region, and a family

of compression waves in front of

the jet. Exiting the orifice, the

sonic jet tries to penetrate and ex-

pand, and sets up an inclined bar-

rel shock and Mach disk on its pe-

riphery. On the windward side of

the jet, the shear layer rolls up into

vortices which detach from the jet

boundary and are shed down-

stream. Coherent flow structures
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Figure 2. Instantaneous vortical structures visualized for the simulation.

Figure 3. Mean Mach number contour on central plane. At the left is the simulation; at the right are results from experiment

(Santiago and Dutton, 1997).



are observed downstream of the jet

after the jet/crossflow interaction. 

Figure 2 shows the vortical

structures in this flow. The flow is

highly unsteady and is composed

of turbulent eddies of different

sizes. The recirculation bubbles

wrap around the jet and form

horseshoe vortices. Downstream of

the jet, there are two regions sym-

metrically on each side of the cen-

ter line that contain few turbulent

eddies. They correspond to the ex-

pansion and acceleration of the

crossflow passing by the jet. The

jet plume has a very complex

structure with different signs of

vorticity on each side of the cen-

terline. Statistically, this becomes

the contour-rotating vortex pair

(Figure 4). Also observed is an in-

crease of turbulent eddy sizes

downstream of the jet. These vorti-

cal structures are responsible for

the mixing of the jet with the

crossflow.

The simulation results are vali-

dated by comparison to available

experimental results (Santiago and

Dutton, 1997). Figure 3 compares

Department of Aerospace Engineering and Mechanics
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Figure 4. Time-averaged velocity contours on two cross-planes.



the mean central plane Mach num-

ber contour with the experiment,

and Figure 4 compares the time

average velocity contours at two

different cross-planes downstream

of the jet. Good agreement can be

observed. 

There are many factors that can

affect the accuracy and reliability

of the simulations. Therefore, a se-

ries of simulations were carried

out systematically to study their

effects. For example, the effect of

the inflow boundary layer was ex-

amined. Figure 5 compares the ve-

locity profiles between simulations

using a laminar crossflow bound-

ary layer to those using a turbulent

boundary layer. While both simu-

lations agree reasonably with the

experiment, using turbulent inflow

is observed to have better agree-

ment overall, and improves the ve-

locity distributions near the wall.

The mixing between the jet and

crossflow is also enhanced when

the inflow boundary layer is turbu-

lent. Grid refinement was also per-

formed, and more flow details as

well as improved agreement with

experiment were observed on the

fine mesh. Presently, Mr. Chai and

Professor Mahesh are evaluating

the role of the sub-grid scale

model in the simulations. Their

next step is to quantify the flow in

terms of jet penetration, eddy sizes

and frequencies, and mixing prop-

erties, and then develop scaling

laws that can be useful for practi-

cal design. Their work also lays

the foundations to include chemi-

cal reactions in the simulation, and

ultimately enable high-fidelity

simulations of the entire scramjet

engine. 

This research is funded by the

National Science Foundation. The

simulations are performed on

MSI’s Itasca supercomputer. The

most recent simulation contains 75

million grid points which are dis-

tributed over 1024 cores. Re-

sources from MSI’s Scientific Vi-

sualization and Development Lab

are used for computational mesh

generation and post-processing.

The group’s work was presented at

the 62nd and 63rd Annual Meet-

ings of the APS Division of Fluid

Dynamics, the AIAA 40th Fluid

Dynamics Conference and Exhibit,

and the 49th AIAA Aerospace Sci-

ence Meeting including the New

Horizons Forum and Aerospace

Exposition. Their newly developed

LES model has been submitted to

the Journal of Fluid Mechanics for

publication. A poster about this

work was selected as a finalist

winner at the 2011 MSI Research

Exhibition (see URL below and

page 10 of this publication): 

www.msi.umn.edu/events

/researchexhibition2011.html
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Figure 5. Effects of crossflow boundary layer. Red: laminar; blue: turbulent; symbols: experiment.
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In Memoriam: Daniel D. Joseph

Regents Professor Emeritus Daniel D. Joseph, Department of Aerospace Engineering

and Mechanics, passed away on May 24, 2011. Professor Joseph was an MSI Princi-

pal Investigator for many years, and was named an MSI Fellow in 1999. His recent

research at MSI involved direct numerical simulation and modeling of multiphase

flows. He and his research group applied theories of viscous potential flow and dissi-

pation method to the study of problems in two-phase fluid dynamics. They also in-

vestigated the fundamental dynamics of three-dimensional motions of solid particles

in Newtonian and viscoelastic fluids.   

The staff of the Institute express their deepest condolences to Professor Joseph’s

family, friends, and colleagues.



T
he Second Annual MSI Re-

search Exhibition was held

on April 25, 2011. The Re-

search Exhibition was an opportu-

nity for MSI researchers to present

posters of their work using MSI

resources. The posters were judged

by a committee of MSI Principal

Investigators. The judges chose the

six finalists before the event and

made the final decision for the

Grand Prize winner after talking to

the poster presenters that day. 

Prizes for the poster session and

refreshments were sponsored by

MathWorks. Attendees enjoyed

light refreshments as they viewed

the posters and talked with the

presenters. Information about the

event can be found at our website:

www.msi.umn.edu/events�

/researchexhibition2011.html

Supercomputing Institute Events
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MSI Research Exhibition 2011

Left: Ke-Jung (Ken) Chen

(Physics; PI: Alexander

Heger) with his Grand Prize-

winning poster, 3D�Super-

novae�Simulations�of�the

First�Stars. Mr. Chen was

also a finalist in the 2010 Re-

search Exhibition and his

work was highlighted in the

Spring 2010 Research�Bul-

letin.

Grand Prize
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Finalists

Top left: Xiaochuan Chai (Aeronautical Engineering and Mechanics; PI: Krishnan Mahesh), Simulations�of�High-Speed�Jets

in�Crossflow (see article on page 5).

Top right: Kathryn Johnson (Chemical Engineering and Mechanics; PI: Wei-Shou Hu); Sequencing,�Assembly,�and�Analysis

of�the�Chinese�Hamster�Genome.

Middle left: Jun Liu (Mechanical Engineering; PI: Sean Garrick); Homogeneous�Metal�Vapor�Nucleation:�The�Effects�of

Surface�Tension�and�Fluid�Turbulence (see article on page 1).

Middle right: Bengt Svensson (Biochemistry, Molecular Biology, and Biophysics; PI: David Thomas); Molecular�Dynamics

Simulations�of�the�IAEDANS�Fluorescent�Probe�Attached�to�the�Sarcoplasmic�Reticulum�Ca2+-ATPase�(SERCA).

Bottom: Yichen Zhou (Earth Sciences; PI: David Yuen); WebViz:�A�Web-Based�Collaborative�Interactive�Visualization�Sys-

tem�for�Large-Scale�Data�Sets.
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THANK YOU
to our sponsor:

MathWorks

Above: Ken Cleveland, Mathworks Educational Sales Account Manager (left),

and Saket Kharsikar, MathWorks Application Engineer, attended the Research

Exhibition.

THANK YOU
to our judges:

Matteo Cococcioni
Chemical Engineering and

Materials Science

Barry Finzel
Medicinal Chemistry

Krishnan Mahesh
Aerospace Engineering 

and Mechanics

Alon McCormick
Chemical Engineering and

Materials Science

Gary Muehlbauer
Agronomy and 

Plant Genetics

Fotis Sotiropoulos
Civil Engineering and 

St. Anthony Falls Laboratory
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Poster authors describe their research

to Research Exhibition attendees.

Right: Erik O.D. Sevre (Earth Sci-

ences; PI: David Yuen)

Below left: Trung Le (Civil Engineer-

ing and St. Anthony Falls Laboratory;

PI: Fotis Sotiropoulos)

Below right: Darren Abbey (Genetics,

Cell Biology, and Development; PI:

Judith Berman)
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Aerospace Engineering 

and Mechanics 

2011/85 

Optimization�and�OpenMP�Imple-
mentation�for�the�Direct�Simulation
Monte�Carlo�Method
G. Da and T.E. Schwartzentruber

2011/86 

Particle�Simulations�of�Planetary
Probe�Flows�Employing�Automated
Mesh�Refinement
D. Gao, C. Zhang, and T.E.

Schwartzentruber

2011/87 

A�Parallel�DSMC�Implementation
Including�Adaptive�Mesh�Refine-
ment�and�Cut-Cell�Algorithms
D. Gao and T.E. Schwartzentru-

ber

2011/88 

Robust�Cut-Cell�Algorithms�for
DSMC�Implementations�Employing
Multi-Level�Cartesian�Grids
C. Zhang and T.E. Schwartzen-

truber

Astronomy

2011/63 

Particle�Acceleration�at�Shocks:
Insights�From�Supernova�Remnant
Shocks
T.W. Jones

Biochemistry, Molecular

Biology, and Biophysics

2011/39 and CB 2011-12

Paramagnetic-Based�NMR�Re-
straints�Lift�Residual�Dipolar�Cou-
pling�Degeneracy�in�Multidomain
Detergent-Solubilized�Membrane
Proteins
L. Shi, N. J. Traaseth, R. Verardi,

M. Gustavsson, J. Gao, and G.

Veglia

2011/44 and CB 2011-16

Crystal�Structures�of�CO�and�NO
Adducts�of�MauG�in�Complex�With
Pre-Methylamine�Dehydrogenase:
Implications�for�the�Mechanism�of
Dioxygen�Activation
E.T. Yukl, B.R. Goblirsch, V.L.

Davidson, and C.M. Wilmot

2011/45 and CB 2011-17

Structural�Analysis�of�a�Ni-Methyl
Species�in�Methyl-Coenzyme�M�Re-
ductase�From�Methanothermobac-
ter�Marburgensis
P.E. Cedervall, M. Dey, X. Li, R.

Sarangi, B. Hedman, S.W. Rags-

dale, and C.M. Wilmot

2011/76 and CB 2011-129

A�Continuous�Fluorescence�Dis-
placement�Assay�for�BioA:�An�En-
zyme�Involved�in�Biotin�Biosynthe-
sis
D.J. Wilson, C. Shi, B.P. Duck-

worth, J.M. Muretta, U. Manju-

natha, Y.Y. Sham, D.D. Thomas,

and C.C. Aldrich

Biomedical Engineering 

2011/66 and CB 2011-123 

Interleaflet�Interaction�and�Asym-
metry�in�Phase�Separated�Lipid�Bi-
layers:�Molecular�Dynamics�Simu-
lations
J.D. Perlmutter and J.N. Sachs

2011/68 and CB 2011-124

Interpretation�of�Fluctuation�Spec-
tra�in�Lipid�Bilayer�Simulations
E.G. Brandt, A.R. Braun, J.N.

Sachs, J.F. Nagle, and O. Edholm 

2011/67 and CB 2011-125 

Determination�of�Electron�Density
Profiles�and�Area�From�Simula-
tions�of�Undulating�Membranes
A.R. Braun, E.G. Brandt, O. Ed-

holm, J.F. Nagle, and J.N. Sachs

Center for Drug Design

2011/36 and CB 2011-10

6-Benzoyl-3-Hydroxypyrimidine-
2,4-Diones�as�Dual�Inhibitors�of
HIV�Reverse�Transcriptase�and�In-
tegrase
J. Tang, K. Maddali, C.D. Dreis,

Y.Y. Sham, R. Vince, Y. Pommier,

and Z. Wang

2011/43 and CB 2011-15

3-Hydroxypyrimidine-2,4-diones�as
an�Inhibitor�Scaffold�of�HIV�Inte-
grase
J. Tang, K. Maddali, M. Metifiot,

Y.Y. Sham, R. Vince, Y. Pommier,

and Z. Wang 

2011/75 and CB 2011-128

pH-Dependent�Transport�of�Peme-
trexed�by�Breast�Cancer�Resistance
Protein�(BCRP)
L. Li, Y.Y. Sham, Z. Bikadi, and

W.F. Elmquist

2011/76 and CB 2011-129

A�Continuous�Fluorescence�Dis-
placement�Assay�for�BioA:�An�En-
zyme�Involved�in�Biotin�Biosynthe-
sis
D.J. Wilson, C. Shi, B.P. Duck-

worth, J.M. Muretta, U. Manju-

natha, Y.Y. Sham, D.D. Thomas,

and C.C. Aldrich

Chemistry 

2011/39 and CB 2011-12

Paramagnetic-Based�NMR�Re-
straints�Lift�Residual�Dipolar�Cou-
pling�Degeneracy�in�Multidomain
Detergent-Solubilized�Membrane
Proteins
L. Shi, N. J. Traaseth, R. Verardi,

M. Gustavsson, J. Gao, and G.

Veglia

Names of Supercomputing Institute principal investigators appear in bold type. This 

list contains reports entered into the reports database during April–July 2011.



2011/40 and CB 2011-11

Polarized�Molecular�Orbital�Model
Chemistry.�1.�Ab�Initio�Founda-
tions
L. Fiedler, J. Gao, and D.G. Truh-

lar

2011/41 and CB 2011-13

Polarized�Molecular�Orbital�Model
Chemistry.�2.�The�PMO�Method
P. Zhang, L. Fiedler, H.R. Lever-

entz, D.G. Truhlar, and J. Gao

2011/42 and CB 2011-14

Flickering�Dipoles�in�the�Gas
Phase:�Structures,�Internal�Dynam-
ics,�and�Dipole�Moments�of�b-
naphthol-H2O�in�its�Ground�and
Excited�Electronic�States
A.J. Fleisher, J.W. Young, D.W.

Pratt, A.Cembran, and J. Gao

2011/46 and CB 2011-18

Molecular�Dynamics�Simulations
of�the�Intramolecular�Proton
Transfer�and�Carbanion�Stabiliza-
tion�in�the�Pyridoxal�5´-Phosphate
Dependent�Enzymes�L-Dopa�De-
carboxylase�and�Alanine�Racemase
Y.-L. Lin, J. Gao, A. Rubinstein,

and D.T. Major

2011/47 and CB 2011-19

Dipole�Preserving�and�Polarization
Consistent�Charges
P. Zhang, P. Bao, and J. Gao

2011/48 and CB 2011-20

Insight�Into�Phosphodiesterase
Mechanism�From�Combined
QM/MM�Free�Energy�Simulations
K.-Y. Wong and J. Gao

2011/49 and CB 2011-21

Using�Multipole�Point�Charge�Dis-
tributions�to�Provide�the�Electro-
static�Potential�in�the�Variational
Explicit�Polarization�(X-Pol)�Po-
tential
H.R. Leverentz, J. Gao, and D.G.

Truhlar

2011/50 

Adequate�Representation�of�Charge
Polarization�Effects�Leads�to�a
Successful�Treatment�of�the�CF4 +
SiCl4 -�CCl4 +�SiF4 Reaction�by
Density�Functional�Theory�
R. Li, Y. Zhao, and D.G. Truhlar

2011/51 

Minimally�Augmented�Karlsruhe
Basis�Sets
J. Zheng, X. Xu, and D.G. Truhlar

2011/52 and CB 2011-118

The�Charge-Transfer�States�in�a
Stacked�Nucleobase�Dimer�Com-
plex:�A�Benchmark�Study
A.J.A. Aquino, D. Nachtigallova,

P. Hobza, D.G. Truhlar, C. Hattig,

and H. Lischka

2011/53 and CB 2011-120

Convergent�Partially�Augmented
Basis�Sets�for�Post-Hartree-Fock
Calculations�of�Molecular�Proper-
ties�and�Reaction�Barrier�Heights
E. Papajak and D.G. Truhlar

2011/54 

Comment�on�“Optical�Conversion
of�Conical�Intersection�to�Avoided
Crossing”�by�Y.�Arasaki�and�K.
Takatsuka,�Phys. Chem. Chem.

Phys.,�2010,�12,�1239
D.G. Truhlar and C.A. Mead

2011/55 and CB 2011-121

Applications�and�Validations�of�the
Minnesota�Density�Functionals
Y. Zhao and D.G. Truhlar

2011/56 

Kinetic�Isotope�Effects�for�the�Re-
actions�of�Muonic�Helium�and
Muonium�With�H2
D.G. Fleming, D.J. Arseneau, O.

Sukhorukov, J.H. Brewer, S.L.

Mielke, G.C. Schatz, B.C. Garrett,

K.A. Peterson, and D.G. Truhlar

2011/57 

Assessment�and�Validation�of�the
Electrostatically�Embedded�Many-
Body�Expansion�for�Metal-Ligand
Bonding
D. Hua, H.R. Leverentz, E.A.

Amin, and D.G. Truhlar

2011/58 and CB 2011-122

Computational�Study�of�the�Reac-
tions�of�Methanol�With�the�Hy-
droperoxyl�and�Methyl�Radicals.�1.
Accurate�Thermochemistry�and
Barrier�Heights
I.M. Alecu and D.G. Truhlar

2011/59 

High-Level�Direct-Dynamics�Varia-
tional�Transition�State�Theory�Cal-
culations�Including�Multidimen-
sional�Tunneling�of�the�Thermal
Rate�Constants,�Branching�Ratios,
and�Kinetic�Isotope�Effects�of�the
Hydrogen�Abstraction�Reactions
From�Methanol�by�Atomic�Hydro-
gen
R. Meana-Paûeda, D.G. Truhlar,

and A. Fernçndez-Ramos   

2011/60 

Density�Functional�Theory�for�Re-
action�Energies:�Test�of�Meta�and
Hybrid�Meta�Functionals,�Range-
Separated�Functionals,�and�Other
High-Performance�Functionals
Y. Zhao and D.G. Truhlar

2011/70 and CB 2011-126

Metal�Ion�Size�and�Coordination
Mode�in�Complexes�of�a�B-diketim-
inate�Ligand�With�Pendant�Quino-
line�Arms
E.E. Marlier, D. Sadowsky, C.J.

Cramer, and K. McNeill 
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2011/71 

pH-Dependent�Equilibrium�Isotope
Fractionation�Associated�With�the
Compound�Specific�Nitrogen�and
Carbon�Isotope�Analysis�of�Substi-
tuted�Anilines�by�SPME-GC/IRMS
M. Skarpeli-Liati, A. Turgeon,

A.N. Garr, W.A. Arnold, C.J.

Cramer, and T.B. Hofstetter 

2011/72

Structure,�Bonding,�and�Energetic
Properties�of�Nitrile-Borane�Com-
plexes:�RCN-BH3
E.L. Smith, D. Sadowsky, C.J.

Cramer, and J.A. Phillips 

2011/73 and CB 2011-127

Reactions�of�Copper(II)-Phenol
Systems�With�O2:�Models�for�TPQ
Biosynthesis�in�Copper�Amine�Oxi-
dases
K. Tabuchi, M.Z. Ertem, H. Sugi-

moto, A. Kunishita, T. Tano, N. Fu-

jieda, C.J. Cramer, and S. Itoh 

2011/79 

Practical�Methods�for�Including
Torsional�Anharmonicity�in�Ther-
mochemical�Calculations�on�Com-
plex�Molecules:�The�Internal-Coor-
dinate�Multi-Structural�Approxima-
tion
J. Zheng, T. Yu, E. Papajak, I.M.

Alecu, S.L. Mielke, and D.G.

Truhlar

2011/81

How�Accurate�Are�Electronic
Structure�Methods�for�Actinoid
Chemistry?
B.B. Averkiev, M. Mantina, R.

Valero, I. Infante, A. Kovacs, D.G.

Truhlar, and L. Gagliardi

2011/82

Geometry�Optimization�Using
Tuned�and�Balanced�Redistributed
Charge�Schemes�for�Combined
Quantum�Mechanical�and�Molecu-
lar�Mechanical�Calculations
B. Wang and D.G. Truhlar

2011/83 and CB 2011-131

The�Solvation,�Partitioning,�Hydro-
gen�Bonding,�and�Dimerization�of
Nucleotide�Bases:�A�Multifaceted
Challenge�for�Quantum�Chemistry
R.F. Ribeiro, A.V. Marenich, C.J.

Cramer, and D.G. Truhlar

2011/84 

How�Well�Can�Modern�Density
Functionals�Predict�Internuclear
Distances�at�Transition�States?
X. Xu, I.M. Alecu, and D.G. Truh-

lar

Earth Sciences

2011/38 

Use�of�Many-Core�Architectures
for�High-Resolution�Simulation�of
Tohoku�2011�Tsunami�Waves
S. Zhang, D.A. Yuen, A. Zhu, and

S. Song 

2011/61 

A�Revised�Evaluation�of�Tsunami
Hazards�Along�the�Chinese�Coast
in�View�of�the�Tohoku�Earthquake
H. Jing, H. Zhang, D.A. Yuen, and

Y. Shi   

2011/62 

Parallelization�of�GeoClaw�Code
for�Modeling�Geophysical�Flows
With�Adaptive�Mesh�Refinement�on
Many-Core�Systems
S. Zhang, A. Zhu, S. Song, and

D.A. Yuen

2011/64 

Efficient�Graph�Comparison�and
Visualization�Using�GPU
W. Czech and D.A. Yuen

2011/65 

Parallelization�of�GeoClaw�Code
for�Modeling�Geophysical�Flows
S. Zhang, S. Song, A. Zhu, and

D.A. Yuen

2011/69

Seismic�Wave�Propagation�Simula-
tion�Using�Accelerated�Support
Operator�Rupture�Dynamics�on
Multi-GPU
Y. Zhou, T. Dong, S. Song, and

D.A. Yuen

2011/74 

Comparison�of�Different�Source
Mechanisms�With�Numerical�Simu-
lation�of�Tsunami�From�Tohoku
Earthquake
A. Zhu, S. Song, L. Zheng, and S.

Zhang 

2011/77 

Near�Field�High�Resolution�Nu-
merical�Simulation�of�Tohoku�2011
Tsunami�on�Multi-Core�System
S. Song, A. Zhu, S. Zhang, L.

Zheng, D.A. Yuen

2011/89 

Visualization�of�Multi-Scale�Tsuna-
mi�Simulation�Using�Adaptive
Mesh�Refinement
E.O.D. Sevre, D.A. Yuen, D.L.

George, and D. Sanchez

Mathematics

2011/78 

Numerical�Study�of�the�Derivative
of�the�Riemann�Zeta�Function�at
Zeros
G.A. Hiary and A.M. Odlyzko

Medicinal Chemistry

2011/57

Assessment�and�Validation�of�the
Electrostatically�Embedded�Many-
Body�Expansion�for�Metal-Ligand
Bonding
D. Hua, H.R. Leverentz, E.A.

Amin, and D.G. Truhlar
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2011/76 and CB 2011-129

A�Continuous�Fluorescence�Dis-
placement�Assay�for�BioA:�An�En-
zyme�Involved�in�Biotin�Biosynthe-
sis
D.J. Wilson, C. Shi, B.P. Duck-

worth, J.M. Muretta, U. Manju-

natha, Y.Y. Sham, D.D. Thomas,

and C.C. Aldrich

Pharmacology 

2011/80 and CB 2011-130 

Crystal�Structure�of�Mouse�Coron-
avirus�Receptor-Binding�Domain
Complexed�With�Its�Murine�Recep-
tor
G. Peng, D. Sun, K.R. Ra-

jashankar, Z. Qian, K.V. Holmes,

and F. Li

Physics 

2011/37 

Bifurcation�Threshold�of�the�De-
layed�Van�Der�Pol�Oscillator
Under�Stochastic�Modulation
M. Gaudreault, F. Drolet, and J.

Viñals
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